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A B S T R A C T   

The Morton Effect (ME) is a thermal-fluid–structure interaction instability occurring in rotating 
machinery supported by hydrodynamic journal bearings. The mechanism of ME consists of a 
bowed rotor or mass imbalance induced shaft synchronous whirl vibration in the bearing, which 
causes local, asymmetric heating of the journal, which causes shaft bending, potentially leading to 
increasing vibration. This study presents an original ME simulation approach that includes a CFD 
(Computational Fluid Dynamics) bearing groove model, embedded in a deep learning algorithm 
for computational efficiency and non-expert usage. The groove model provides a 2D oil tem-
perature distribution at the leading edge of the bearing pads, yielding a more accurate journal 
axisymmetric temperature distribution which is the source of the ME. The paper provides vali-
dation of the approach by test result correlation, and illustrates the effects of parameter variation 
and configuration variation, by examining various oil injection types. The approach may be used 
for correcting ME occurring in existing machinery, or for designing machinery to avoid the ME.   

1. Introduction 

The ME is a thermally induced, shaft synchronous vibration instability. It frequently occurs, where the rotor supported by hy-
drodynamic bearings has a large overhung mass and spins at high rpm, as shown in Fig. 1(a). As depicted in Fig. 1(b), the primary cause 
of the ME is the rotor’s thermal bending caused by asymmetric heating of the shaft journal, due to the synchronous shaft vibration orbit 
in the bearing. The mechanical imbalance typically produces the synchronous vibration illustrated with two half-periods as in Fig. 1(c). 
In the ME phenomena, the heavy spot (mechanical or initial imbalance) leads the high spot. Asymmetric heating of the journal from 
shearing of the lubricant is characterized by a sinusoidal circumferential temperature distribution. The difference between the min and 
max temperatures on the journal surface is referred to as the “circumferential ΔT (or just ΔT)” in this study. The hot spot (max 
temperature) lags behind the high spot (min film thickness) due to the convective effect in the fluid-film. The thermal bow is located 
approximately 180 deg from the hot spot. Fig. 1(c) shows the ME ΔT caused by the synchronous vibration, resulting from excitation by 
the resultant of the original mechanical imbalance and the induced thermal bow. This mechanism may form a positive feedback loop 
resulting in unacceptable levels of vibration. 

Simulating the nonlinear and complex multiphysics nature of ME is ideally performed with a high fidelity computational model 
capturing all of its conjugate heat transfer, flow, thermal deflection and vibrational aspects. However, practical computational limits 
have made this an elusive goal. Thus, from its original discovery by Morton [1] and Hesseborn [2], approximate models have been 
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Nomenclature 

T Temperature, deg C 
Q Flowrate, m3/s 
η Non-dimensional temperature 
ηk Constant-MC 
η2D 2D-MC 
p Static pressure, Pa 
ρ Density, kg/m3 

μ Dynamic viscosity, Pa•s 
λ Thermal conductivity, W/(m•K) 
hl Film thickness, m 
Us Shaft surface velocity, m/s 
Rs Shaft radius, m 
hp,TE Film thickness change by pad thermal deformation, m 
hj,TE Film thickness change by journal thermal deformation, m 
cp Specific heat, J/(kg•K) 

U→ Fluid velocity vector with u, v, and w, m/s 
xR Journal center position × coordinate, m 
yR Journal center position y coordinate, m 
Cl,p Radial pad clearance, m 
Cl,b Radial bearing clearance, m 
θx Journal pitch motion coordinate, deg 
θy Journal yaw motion coordinate, deg 
xpvt Pad pivot deformation, m 
δtlt Pad tilting motion coordinate, deg 
αpit Pad pitch motion coordinate, deg 
θp Pad angular position, deg 
α Viscosity coefficient, 1/deg C 
ebw,i Thermal imbalance magnitude for rotor’s node i, m 
θbw,i Thermal bow magnitude for rotor’s node i, deg 
φbw,i Thermal imbalance phase angle for rotor’s node i, deg 
ψbw,i Thermal bow phase angle for rotor’s node i, deg 
{xt} Rotor’s total displacement vector, m 
xR,i Rotor’s × displacement for node i, m 
yR,i Rotor’s y displacement for node i, m 
θRx,i Rotor’s × angular displacement for node i, deg 
θRy,i Rotor’s y angular displacement for node i, deg 
[MR] Rotor’s mass matrix, kg 
[KR] Rotor’s stiffness matrix, N/m 
{xr} Rotor’s relative displacement, m 
{
Fgs

}
Rotor’s gyroscopic force vector, N 

{Flb} Rotor’s linear bearing force vector, N 
{Fim} Rotor’s imbalance force vector, N 
{Fnb} Rotor’s non-linear bearing force vector, N 
{Fbw} Rotor’s thermal bow force vector, N 
[
Cgs

]
Rotor’s gyroscopic damping matrix, Ns/m 

[Clb] Rotor’s linear bearing damping matrix, Ns/m 
[Klb] Rotor’s linear bearing stiffness matrix, N/m 
mim,i Rotor’s mechanical imbalance weight mass for node i, kg 
eim,i Rotor’s mechanical imbalance magnitude for node i, m 
φim,i Rotor’s mechanical imbalance phase angle for node i, deg 
Ffx,i Non-linear bearing fluidic × force for node i, N 
Ffy,i Non-linear bearing fluidic y force for node i, N 
mR,i Rotor mass for node i, kg 
IT,i Rotor transverse mass moment of inertia for node i, kgm2 

ωR Rotor spin frequency, rad/s 
MPG Pad mass, kg 
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devised to aid in understanding ME and to provide tools to remedy it in existing machines, or avoid at in the machinery design stage. 
Morton and Keogh [3] proposed a ME prediction model employing classical feedback theory, indicating ME occurrence by the sign of a 
gain parameter. Their work employed short bearing theory with a 2D energy equation and a constant viscosity assumption for the fluid 
film. The journal and bearing are modeled with a 2D energy equation. The ΔT is evaluated by an orbit perturbation method. Coupling 
of the time-varying orbit effect with the thermal bending was considered in their later work [4]. Gomiciaga and Keogh [5] utilized 
CFD, and thermal analysis for the journal, fluid, and bearing for several predefined orbit points. The heat flux obtained at all points was 
averaged to get the journal temperature distribution for the orbit. A steady state analysis was employed for a given orbit in a fixed, 
circular bearing. 

Balbahadur and Kirk [6,7] presented an equivalent imbalance level threshold criterion to indicate occurrence of the ME rotor 
instability. This was regarded as occurring when the resultant imbalance (original mechanical imbalance + thermal bow induced 
imbalance) exceeds an imbalance level (threshold criterion), that causes the resulting centrifugal force to exceed 15 % of the total rotor 
weight at the max operating speed. A linear velocity profile is assumed, and a 1D energy equation is solved for the fluid-film model. The 
thermal defection, which is calculated by a simple formula with ΔT, was used to determine the thermal unbalance. It was assumed that 
high and hot spots correspond. Childs and Saha [8] decomposed the elliptical vibration orbit into forward and backward whirling 
circular orbits. The ΔT for the circular orbits were calculated offline and stored in lookup tables. The ΔΔT in the system simulation was 
then conducted by interpolating the ΔT’s fetched from the lookup table during the iterative system response solution. Journal thermal 
bending was obtained by handbook deflection formulas and the instantaneous ΔT. The bending changed the equivalent imbalance of 
an overhung disc, which in turn was used to update the steady state imbalance response prediction. 

Several researchers [9–11] have furthered ME simulation sophistication with higher dimension models. Suh and Palazzolo [9–10] 
developed ME simulation models with 3D fluid-film, rotor, and bearing sub-models, for pressure and temperature prediction. The rotor 

IG Pad moment of inertia, kgm2 

Fnx,i Pivot direction force from nodal normal force on pad surface, N 
Ftx,i Pivot direction force from nodal tangential force on pad surface, N 
Mn,i Pad moment from nodal normal force on pad surface, Nm 
Mt,i Pad moment from nodal tangential force on pad surface, Nm 
Dg Nozzle or orifice diameter, m 
Pt Total pressure at supply oil inlet, Pa 
Lb Bearing length, m 
Us Shaft surface velocity, m/s 
Pin Groove circumferential inlet pressure, Pa 
Tin Groove circumferential inlet temperature, degC 
hin Groove circumferential inlet height, m 
Pout Groove circumferential outlet pressure, Pa 
hout Groove circumferential outlet height, m 
hs Seal height, m 
Wg Groove width (circumferential length), m 

Subscripts 
in Groove circumferential inlet 
out Groove circumferential outlet 
sup Supply oil inlet 
l Liquid (or fluid) 
s Shaft (or solid) 
o Reference value 

Acronyms 
CFD Computational Fluid Dynamics 
DOE Design of Experiment 
RANS Reynolds Averaged Navier Stokes 
RMSE Root Mean Squared Error 
SST Shear Stress Transport 
LHS Latin Hypercube Sampling 
ME Morton Effect 
MC Mixing Coefficient 
TPJB Tilting Pad Journal Bearing 
TEHD Thermo-Elasto-Hydro-Dynamic 
dofs Degrees of freedom 
FVM Finite Volume Method 
FEM Finite Element Method  
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and bearing structural models provide thermal deformations, and thermal bending induced imbalance is distributed between the 
overhung mass and bearing nodes in the rotordynamic model. This modeling approach was extended by Tong and Palazzolo [11], by 
replacing the thermal bending induced equivalent imbalance, with a more exact thermally induced rotor bow model. In addition, 
Plantegenet et al. [12–13] presented an excellent experimental study for the ME with plain journal and flexure pivot journal bearings. 

References [9–11] advanced ME effect modeling sophistication, however they employed a bulk flow, approximate mixing model 
for providing uniform leading edge film temperature boundary conditions. This is of key importance since the journal temperature 
distribution, which is the origin of the ME, may be heavily influenced by the leading edge, temperature boundary conditions. CFD 
studies reveal the complex nature of the flow convective effect between the prior pad’s trailing-edge and the next pad’s leading-edge. 
The film temperature distribution at the pad leading-edge is significantly affected by the flow convective effect and possesses sig-
nificant gradients in the radial and axial directions. These gradients influence the journal surface heat flux and its resulting circum-
ferential temperature distribution. Full CFD studies reveal the inadequacy of past ME simulation models, which impose a constant MC 
(film temperature), i.e. zero radial and axial heat flux, at the pad leading edges, resulting in inaccurate heat fluxes on the journal 
surface. Here, the ability of the 2D-MC deep learning method to provide calculated 2D film temperature distributions at the pad 
leading-edges, yields major advantages in model accuracy, and eliminates the guesswork of selecting a MC. 

Fig. 2 depicts the computational domains for the rotor-bearing system, showing groove regions between the bearing pads. The pad 
film temperature at its leading edge is prescribed and is referred to as “fluid-film leading-edge temperature”. The fluid-film leading- 
edge temperature has a strong influence on the journal temperature distribution (ΔT) due to the journal’s fast rotation (intense 
advection heat). 

{Fig. 2}. 

Fig. 1. Illustration for ME in a rotor-bearing system; (a) rotor-bearing system, (b) thermal bending, (c) cyclic asymmetric heating with heavy, high, 
hot spots, and thermal bow. 
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References [9,14–15] utilize the conventional uniform-MC (Mixing Coefficient) approach for prescribing fluid-film leading-edge 
temperature. This approach can be generalized by. 

η(r, z) ≡
Tout(r, z) − Tsup

Tin − Tsup
= f (Qin,Qout, ηk, ...) (1)  

where (η) is a non-dimensional temperature, the constant-MC (ηk) is assumed from 0.4 to 1.0, Tsup is the supply oil flowrate, Tin and Qin 
are the prior pad’s fluid-film trailing-edge temperature and flowrate. Qout and Tout indicate the next pad’s fluid-film leading-edge 
temperature and flowrate. 

Traditional constant MC models neglect the axial and radial temperature variation at the film entrance into the leading edge of a 
pad. Yang and Palazzolo [16–17] confirmed that the constant MC approach was limited in predicting the journal temperature dis-
tribution reliably. A summary of the evolution of tilt pad journal bearing mixing models is included for the interested reader in 
Ref. [18].Journal temperature is a very important parameter in the ME simulation, due to its effect on rotor bow. The researchers 
presented the 1D-MC approach that can account for the axial fluid-film leading-edge temperature distribution via the CFD-informed 
machine learning. The 1D-MC approach was limited to one oil injection type with one orifice or nozzle. A 2D-MC approach employing 
a deep convolutional autoencoder neural network for the CFD-data training, and developed for various injection types, was presented 
in their succeeding work [19]. The 2D-MC approach provides the 2D fluid-film leading-edge temperature distribution for various oil 
injection types. This was applied for static response and dynamic force coefficients predictions of a Tilting Pad Journal Bearing (TPJB), 
but not for the ME simulation. 

The main purpose of this study is to extend the 2D-MC-deep learning approach to accurate simulation of the ME. This is a pio-
neering application of deep learning, for predicting shaft asymmetric temperature prediction, utilizing the FVM (Finite Volume 
Method). The ME vibration response, journal ΔT, and shaft thermal bow are determined for various oil injection types and supply oil 
flowrates. Limitations of the conventional MC model is illustrated by comparison to the experimentally observed ME in [20]. The 
journal ΔΔT is the root cause of the ME simulation, and it is heavily influenced by the fluid-film leading-edge temperature distribution. 
Thus, applying the 2D-MC-deep learning approach has great potential for improving the accuracy of ME simulations. 

2. Modeling methodology 

2.1. Rotor-bearing model 

Fig. 2 shows the entire computational domains [20] for the ME simulation, including the rotor-bearing system. The rotor with the 
overhung mass is supported by linear and non-linear TPJBs with five pads. The linear bearing is modeled with conventional stiffness 
and damping coefficients in the rotordynamic model (elastic rotor domain). The non-linear TPJB is modeled with a 3D TEHD (Thermo- 
Elasto-Hydro-Dynamic) model. The computational domains of the TPJB model consist of the fluid-film and pad domains. The flow 
model for the fluid-film domain is represented by the generalized Reynolds equation, which accounts for 3D viscosity variation in the 
fluid film. The generalized Reynolds equation can be derived from the continuity and momentum equations with the suitable as-
sumptions (laminar, incompressible, no inertia effect, no journal curvature effect, etc.) [21]. 

Fluid-film flow model. Generalized Reynolds Equation (p, fluid-film domain): 

∇ ⋅ (D1∇p)+ (∇D2) ⋅ Us+
∂hl

∂t
= 0 (2)  

Fig. 2. Computational domains (31,478 nodes, counter-clockwise rotation).  
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where p is the static pressure, Us is the journal rotating surface velocity, and D1 and D2 are. 

D1 =

∫ hl

0

∫ z

0

ξ
μl

dξdz −
∫ hl

0

ξ
μl

dξ
∫ hl

0

∫ z

0

1
μl

dξdz /

∫ hl

0

1
μl

dξ (3)  

D2 =

∫ hl

0

∫ z

0

1
μl

dξdz /

∫ hl

0

1
μl

dξ (4)  

where μl is the fluid’s dynamic viscosity. The film thickness (hl) between the journal and pad surfaces can be written as. 

hl = Cl,p −
{

xR + zθRy − xpvtcos
(
θp
)
− αpitcos

(
θp
)}

cos(θ) −
{

yR − zθRx − xpvtsin
(
θp
)
− αpitsin

(
θp
)}

sin(θ) −
(
Cl,p

− Cl,b
)
cos

(
θ − θp

)
− δtltRssin

(
θ − θp

)
− hj,TE − hp,TE (5) 

REF Ref81801295 \h Fig. 3(a) depicts the film thickness parameters, and the rotor and pad degrees of freedom (dofs) are illus-
trated in Fig. 3(b)–(d). The TPJB design parameters Rs, Cl,b, Cl,p, and θp are the journal radius, radial bearing clearance, radial pad 
clearance and pad angular position. The variables xR and yR are the journal center position coordinates, xpvt is the pad pivot defor-
mation, δtlt (tilting) and αpit (pitch) are the pad angular motion coordinates, θRx (pitch) and θRy (yaw) are the journal angular motion 
coordinates, hj,TE and hp,TE are the film thickness changes caused by the journal and pad thermal deformation, and θ and z are the 
angular and axial positions in the global coordinate. 

The boundary conditions for the generalized Reynolds equation include zero pressure at both sides of the fluid-film, and pressures 
at the trailing and leading edges imposed by the artificial neural network [18]. 

The fluid dynamic viscosity varies with temperature as (μl = μoe(α(Tl − To) where μo: reference dynamic viscosity, α: viscosity coef-
ficient, To: reference temperature, and the lubricant temperature (Tl) is obtained from solution of the energy equation: 

Fluid-film thermal model (Tl, fluid-film domain): 

ρlcp, l

(
∂Tl

∂t
+ U→ ⋅ ∇Tl

)

= ∇ ⋅ (λl∇Tl)+ μl

[(
∂u
∂y

)2

+

(
∂w
∂y

)2
]

(6) 

Fig. 3. Film thickness parameters and dofs for structure model; (a) film thickness parameters, (b) rotor dofs, (c) x’-y’ (local coordinate) view pad 
dofs, (d) z’-x’ (local coordinate) view pad dofs. 
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where ρl, cp,l, and λl are the fluid density, specific heat, and thermal conductivity, respectively, U→ is the fluid velocity vector with 
components u, v, w, and the velocity field can be acquired from the pressure solution in Eq. (2) [9]. A zero gradient temperature is 
applied to the trailing-edge and axial ends of the fluid-film, and both axial ends of the fluid-film are prescribed as ambient temperature 
if reverse flow occurs. The temperature at the fluid-film leading-edge is determined by the 2D-MC discussed in Section 2.2. Heat flux 
continuity is imposed at the interfaces between the fluid-film and pad (or journal) [16]. The FVM (Finite Volume Method) is employed 
to solve the governing equations for the fluid-film domain, with local conservation of mass and energy [16–17], and the FEM (Finite 
Element Method) is employed for structural modeling. 

A structure-thermal model for the thermal rotor and pad domains is included to determine their temperature distributions (Ts). The 
governing equation for transient heat conduction is: 

Structure thermal model (Ts, thermal rotor and pad domains): 

ρscp, s
∂Ts

∂t
= ∇ ⋅ (λ s∇Ts) (7)  

where ρs, cp,s, and λs are the solid density, specific heat, and thermal conductivity, respectively. The thermal boundary conditions, 
except for the interfaces between the solid and fluid-film domains, are prescribed by a heat convection coefficient and the ambient 
temperature. While a zero-gradient is imposed on the fluid-film’s trailing edge as the thermal boundary condition, in the case of the 
pad’s trailing edge, the heat transfer coefficient and ambient temperature are prescribed. Thermal deformation of the pads and rotor 
are calculated utilizing the temperature solution in the solid domains, yielding the total displacement solution. Refer to [9,16] for 
detailed information on the mechanical structure model. Film thickness changes (hj,TE, hp,TE) resulting from structural thermal 
deformation, thermal imbalance (ebw,i) and thermal bow (magnitudes (θbw,i) and phase angles (φbw,i, ψbw,i)) can be evaluated from the 
total displacement solution [17]. The term “thermal bow” refers to the thermally induced bow amplitude and phase angle of the rotor 
which acts as an imbalance-like source, unless indicated otherwise in the paper. 

The rotordynamic model provides the rotor’s total displacement vector {xt} vs time with 4 dofs (right-hand rule) 
{

xR,i, yR,i, θRx,i,

θRy,i

}
per rotor node, as represented in Fig. 3(b). The rotor displacements are obtained by solving through Eqs. (8)–(12), where the 

subscript i indicates the value for node i. 
Rotordynamic model ({xr}, elastic rotor domain): 

[MR]

{

ẍr

}

+
(
[CR] +

[
Cgs

]
+ [Clb]

)
{

ẋr

}

+ ([KR] + [Klb]){xr}

= {Fim} + {Fnb} + {Fbw}

(8) 

[MR] and [KR] are the elastic rotor mass and stiffness matrices [17], respectively, {xr} is the relative displacement, and {Fim,i}, {Fnb,i}, 
and {Fbw,i} are mechanical imbalance, non-linear bearing, and thermal bow force vectors. The force vectors are given by Eqs. (9)–(11). 

{
Fim,i

}
=

{
mim,ieim,iω2

Rcos
(
ωRt + φim,i

)
, mim,ieim,iω2

Rsin
(
ωRt + φim,i

)
, 0, 0

}T (9)  

{
Fnb, i

}
=

{
Ffx, i, Ffy, i, 0, 0

}T (10)  

{
Fbw, i

}
=

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

mR,i ebw, i ω2
Rcos

(
ωRt + φbw, i

)

mR,i ebw, i ω2
Rsin

(
ωRt + φbw, i

)

− IT, i θbw, i ω2
Rsin

(
ωRt + ψbw, i

)

IT, i θbw, i ω2
Rcos

(
ωRt + ψbw, i

)

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(11)  

{xt} = {xr}+{xbw} (12) 

[Cgs], [Clb], and [Klb] are the gyroscopic damping, linear bearing damping, and linear bearing stiffness matrices [17], mim is the 
mechanical (initial) imbalance weight, eim,i and φim,i are the mechanical imbalance magnitude and phase angle, Ffx,i and Ffy,i are the non- 
linear bearing fluidic × and y direction forces, mR,i and IT,i are the rotor mass and transverse mass moment of inertia, and ωR is the rotor 
spin frequency. 

The rotordynamic model interacts with the fluid-film and rotor deformation models. The pressure solution (p) in Eq. (2) of the fluid- 
film model is applied to the rotordynamic model as the fluidic forces (Ffx,i, Ffy,i) of Eq. (10). The film thickness in the fluid-film model 
(Eq. (5)) is influenced by the total displacement solution {xt} (Eq. (12)) at the non-linear bearing node. Also, the thermal imbalance 
and bow with its phase angles in Eq. (11) are determined by the rotor deformation model [17]. In addition, the pad dynamic model is 
considered with the rigid pad assumption, and the dynamic equations for the rigid pad can be expressed by Eqs. (13) and (14), where 
only the tilt angle is considered and pitch is neglected. 

Pad dynamic model (xpvt , δtlt ; rigid pad): 

MPG ẍpvt + kpvt xpvt =
∑

i

(
Fn, i + Ft, i

)
(13) 
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IG δ̈tlt =
∑

i

(
Mn,i + Mt,i

)
(14)  

where MPG and IG are the pad mass and pad moment of inertia. Fnx,i and Ftx,i are the pivot direction forces from the normal and 
tangential fluid forces on the pad surface, and the fluid forces determine the moments Mn,i, and Mt,i. The fluidic forces and moments on 
the pad are calculated by the fluid-film pressure solution, and the pad dynamic model’s solution (xpvt, δtlt) updates the film thickness 
during the simulation. 

2.2. Deep learning 2D-MC application 

As described in Section 2.1, the fluid-film leading-edge temperature is prescribed by the artificial neural network, trained via CFD- 
generated data. The CFD provides more reliable results for the groove thermal-flow as compared with utilizing conventional constant- 
MC approaches. Applying CFD to the groove model directly would be computation time impractical, especially considering the 3D, 
multiphysics, nonlinear, transient, large order, wide ranging time constant nature of the ME. A practical implementation of the CFD 
groove model is enabled by using the artificial neural network ANN as a surrogate groove, after training the neural network based on 
CFD results. The accuracy of the ANN approach is benchmarked against a full CFD model of the groove. 

In [19] Yang and Palazzolo introduced a deep convolutional autoencoder neural network as the surrogate groove model based on 
excellent performance related to the image-to-image prediction [22]. The excellent image prediction supported the capability for the 
2D-MC. Trained artificial neural networks provided high accuracy for various oil injection types, when utilized for TPJB static per-
formance prediction. The pre-trained neural networks for the oil injection types are implemented here for ME simulation. The CFD 
model verified in the prior research [19] is also applied. This utilizes the Reynolds-Averaged-Navier-Stokes (RANS) equation, with 
thermal, transitional turbulence (k-w SST (Shear Stress Transport), gamma transitional), and cavitation effects are adaptably imple-
mented [19]. The fluid energy equation includes the viscous dissipation term [21], and the detailed model descriptions are available in 
Ref. [18]. 

The overall schematic for prescribing the fluid-film leading-edge temperature in the ME simulation is illustrated in Fig. 4. The 
groove thermal-flow is simulated with CFD for a massive input set. The input set is generated based on the DOE (Design of Experiment) 
method [18], and the details for the input parameters and its ranges are given in Section 3.1. The 2D-MC data from the CFD simulations 
are used to train the deep convolutional autoencoder neural network, and the trained neural network has the ability to predict the 2D- 
MC with respect to the various groove geometric and operating parameters. The 2D-MC (η2D) from the trained neural network is 
substituted into the non-dimensional temperature (η) at pad leading-edge of the fluid-film, to obtain the 2D temperature distribution 
(Tout) in the ME solver as. 

η(r, z) ≡
Tout(r, z) − Tsup

Tin − Tsup
= η2D(r, z) (15)  

Fig. 4. Overall Schematics for fluid-film leading-edge temperature prescription.  
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2.3. Calculation procedure 

Fig. 5 represents the suggested ME algorithm to implement the 2D-MC approach. The staggered time integration scheme [9,11,17] 
provides efficient computation for the ME simulation, which has a large time-scale disparity between the structure dynamic and 
structure thermal responses. There are two time-scales which are defined as the short (local, Δtl) and long (global, Δtg) time-scales. The 
short time-scale has the order of the shaft rotation, and the long time-scale is empirically selected as two-hundred shaft rotation 
periods. As seen in Fig. 5, there exists time integration solvers with each time-scale, and that is sequentially and iteratively imple-
mented until the ME solver reaches the user-input total time (tstop). 

The rotor and pad dynamic models are coupled with the fluid-film flow and thermal models and 2D-MC model, and are solved with 
an adaptive Runge-Kutta (adaptive time step, Δt) algorithm for the short time-scale integration. The dependent variables are updated 
in each solver, while transferring and updating the variables between component solutions, during the short time-scale integration. 
The displacement and velocity solutions in the rotor and pad dynamic models update the film thickness and its derivatives in the fluid- 
film model, and the pressure solution in the fluid-film flow model transfers the new fluidic forces to the rotor and pad dynamic models. 
The 2D-MC model continues to update the fluid-film leading-edge temperature according to the given operating conditions. The fluid- 
film flow and thermal models are coupled via the velocity field obtained from the pressure solution, and dynamic viscosity obtained 
from the fluid temperature solution. 

The long time-scale time integration solver starts after executing the short time-scale integration, including the condition for vi-
bration orbit convergence. The former provides the time-varying structure temperature and total displacement during the global time 
step, utilizing the structure thermal and deformation models. The thermal interface boundaries between the structure and fluid-film 
models are updated continuously, and the temperature solution is transferred to the interface boundaries of the fluid-film thermal 
model. In addition, the total displacement solution from the thermal deformation model is used to evaluate the thermally induced, 
rotor mass imbalance and bow (synchronous force sources) in the rotordynamic model, and the film thickness changes due to thermal 
deformation. 

Fig. 5. ME dynamic simulation algorithm considering 2D-MC.  
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3. Results and discussion 

3.1. Case and dataset 

The rotor-bearing system for ME simulation is illustrated in Fig. 2. The rotor holds a large overhung mass at the right rotor-end, and 
the rotor is supported by the linear and non-linear bearings. The linear bearing is modeled by the isotropic stiffness (170 MN/m) and 
damping (100 kN•s/m) coefficients. The time-varying force on the rotor from the non-linear bearing is calculated via the bearing 
model described in Section 2. The specific input parameters are provided in Table 1. In addition to the parameters in Table 1, the pad 
thickness, pad arc length, and pad offset are 12.7 mm (15 mm at pivot), 15 mm, and 0.5, respectively. The 3 lubrication states 
considered are direct (small nozzles with open end seals), flooded (large orifices with closed end or very small clearance seals) and 
mixed (closed end or small clearance seals, with small orifices or nozzles). 

The four oil injection types considered for the TPJB include:  

(1) Case-A: 1 small orifice (Dg/Wg = 0.169), closed-end seal, in Fig. 6(a), (mixed)  
(2) Case-B: 1 large orifice (Dg/Wg = 0.357), closed-end seal, in Fig. 6(a), (flooded)  
(3) Case-C: 1 nozzle (Dg/Wg = 0.282), open-end seal, in Fig. 6(b), (direct)  
(4) Case-D: 3 nozzles (Dg/Wg = 0.171), open-end seal, in Fig. 6(c), (direct) 

Yang and Palazzolo [19] presented a 2D-MC model for the above oil injection types as the surrogate groove model. The researchers 
employed the convolutional autoencoder neural networks to train the 2D-MC via CFD-informed data, including 1,536 training data 
and 658 test data for each oil injection type. The design space on the training data was obtained utilizing a hybrid DOE method [18] 
with the full factorial and Latin Hypercube Sampling (LHS) method, and the test data was extracted by random input parameter 
combinations. The trained neural networks for the oil injection types showed superior neural network performance (see RMSE and R- 
squared in Table 2), and are adopted in this ME study. The detailed groove parameters, parameter range for the DOE, and pre-trained 
neural network performance are given in Table 2. 

The high effectiveness of the pre-trained neural networks is also verified through comparison of the half-symmetric, 2D-MC 
contours at the fluid-film leading-edge, as shown in Fig. 7. The left figures in Fig. 7 (1) represent the MC contour predicted by the 
CFD, and the right figures in Fig. 7 (2) are obtained from the pre-trained neural networks. A large number of contours are shown 
corresponding to randomly extracted test data to demonstrate generality of the agreement. The 2D-MC pre-trained neural network 
approach also shows excellent agreement with the original CFD data for all oil injection types. 

3.2. Model validity 

As described in Section 2, the theoretical model for the TPJB consists of fluid and dynamic structure sub-models. The fluid model 
involves the fluid-film and groove models. The groove model’s simplification in the conventional Reynolds approach invokes moti-
vation to develop a full CFD model (based on solving the full Navier-Stokes equations). Recent studies [21,23] presented CFD TPJB 
models with verification. However, the Reynolds approach is still needed because of the intense computational load of CFD. Direct 
application of CFD in the TPJB model as applied with ME simulation is clearly infeasible since this involves a large order structural 
model, nonlinearities, and numerical integration of a system with both short and long time scales (time constants). 

In [19] Yang and Palazzolo improved the Reynolds-based TPJB model by combining it with the deep learning 2D-MC model for the 
static and dynamic coefficient prediction, and they showed the model validity via comparison with verified CFD results [23]. Even 
though the model verification was performed only for obtaining static response and dynamic coefficient prediction, the model validity 
is still effective in the ME simulation since both models share identical fluid-film models. 

In addition, the ME simulation results in this study are compared to test data [20] and prior studies [11,17] as a validity check. 
Table 3 represents the ME occurrence speed ranges observed in the experiment and simulations. Tong and Palazzolo [11] utilized a 3D 

Table 1 
Input parameters for ME simulation [17].  

Parameters Value 

Shaft diameter [mm] 101.6 
Bearing length [mm] 50.8 
Bearing radial clearance [mm] 0.0749 
Preload 0.5 
Pivot type Spherical 
Load type Load On pad (LOP) 
Outside H.C.C. [W/m2K] 50 (Shaft), 500 (Pad) 
Ambient temperature [C] 30 (Shaft), 55 (Pad) 
Supply oil temperature [C] 50 
Lubricant ISO 32 
Material (solid domains) Steel 

* H.C.C.: Heat convection coefficient. 
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TEHD model with the constant-MC model to impose the fluid-film leading-edge temperature. The predicted ME speed range was 
narrower than experimentally measured. Yang and Palazzolo [17] further advanced the ME model by including an axially varying MC 
(1D-MC) acquired from CFD-informed machine learning. The ME occurrence speed range prediction accuracy improved relative to the 
previous study [11] and experiment. The present ME model includes radially and axially varying MC effect (2D-MC), obtained through 
CFD and deep learning, and the ME occurrence speed range in the simulation corresponds well with experimental observation. These 
comparisons were made to establish the validity of the present approach, prior to parameter variation studies. 

The model predictions are compared to additional experimental data available in the literature [24,25] for further validation. 
Table 4 shows the input data for these check cases, labeled as Case-(1) and Case-(2). In Case-(1), Hagemann et al. [24] measured pad 
temperatures for a leading edge groove LEG type TPJB under static loading. The journal and pad degree of freedom (dof) motions are 
iteratively solved until force equilibrium is obtained [16]. The CNN of the Case-C oil injection described in Section 3.1, and the 2D-MC 
for the LEG type in Case-(1) is employed from the CNN obtained in Ref. [19]. Fig. 8 shows good agreement between the simulation 
results and measurements for the pad temperature. Most notably, the peak pad temperature recorded at the sensor with the maximum 
temperature shows good agreement between theory and test, for all operating speeds. 

In Case-(2), Tong et al. [25] spun an eccentrically machined rotor with a 3 nozzle fed TPJB to replicate the synchronous journal 
motion during a ME. The journal ΔT’s were measured with RTDs implanted around the circumference of the journal and with a slip 
ring. Constant circular motion of the journal is assumed and the pad dof motions are solved. The simulation and test data [25] for the 
synchronous circular orbit condition are compared in Fig. 9. The 2D-MC based predictions show good agreement with measurement, 
while the conventional constant MC (1.0, 0.4) based predictions (Eq. (16)) are widely different from each other and the measurements. 

Summarizing, these results indicate using the conventional MC approach yields widely varying temperature predictions depending 
on the choice of MC, and in contrast the 2D-MC approach yields accurate predictions relative to measurements. 

Fig. 6. Oil injection type geometries; (a) one orifice, (b) one nozzle, (c) three nozzles.  

Table 2 
DOE design space and performance on deep convolutional autoencoder neural networks [19].  

Oil injection type Case 1 Case 2 Case 3 Case 4 

Constant input parameters 
Dg/Wg 0.169  0.357  0.282  0.171 
hs/Rs 0.0084  0.0063  0.0500  0.0500 
Cl,b/Rs 0.0015  0.0015  0.0015  0.0015  

Pre-trained neural network input parameters and their ranges 
Rs[mm] 25.4 – 76.2 
Lb/Rs 0.4 – 1.0 
Us[m/s] 15 – 95 
Pt[MPag] 0.01–0.70 
Pin[MPag] 0 – 1.2 
Pout[MPag] 0 – 0.65 
hin/Cl,b 0.3 – 2.2 
hout/Cl,b 0.3 – 2.2 
Tin[C] 50 – 120  

Performance of pre-trained neural networks 
R-squared (train data) 0.995  0.997  0.996  0.997 
RMSE (train data) 0.025  0.023  0.020  0.019 
R-squared (test data) 0.987  0.988  0.985  0.992 
RMSE (test data) 0.041  0.043  0.039  0.029 

* Refer to nomenclature for parameter description above. 
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Fig. 7. 2D-MC comparison between CFD and deep learning for random test data; (1) CFD, (2) Deep Learning, (a) Case-A, (b) Case-B, (c) Case-C, (d) 
Case-D; *Left: x-y symmetry line, Top: journal surface, Bottom: pad surface, Right: side outlet, Contour color (rainbow): red = 1.0, blue = 0.0. 

Table 3 
Model validity investigation.  

Researchers Method Main features Observed ME 
speed range [RPM] 

De Jongh et al. [20] experiment – 7,200 – 9,400 
Tong et al. [11] simulation constant-MC 7,000 – 8,000 
Yang et al. [17] simulation 1D-MC ANN 8,000 – 9,200 
Present simulation 2D-MC ANN 7,500 – 9,500  

Table 4 
Input data from the literature for further model validation.   

Case-(1) Case-(2) 

Researchers Hagemann et al. [24] Tong et al. [25] 
Load condition Static load, 17.3 kN Synchronous circular orbit 

with 68.6 um radius and 0 eccentricity 
Load type Load between Pads (LBP) Load on Pad (LOP) 
Oil injection type LEG Three-nozzles 
Lubricant type ISO 32 ISO 46 
Supply temperature [C] 50 28 (cool), 41 (hot) 
Pad number 4 5 
Pad preload 0.5 0.42 
Pad arc length [deg] 70 56 
Bearing Length [mm] 72 80 
Journal radius [mm] 60 40 
Radial clearance [um] 108 140 
Pivot offset [%] 60 50 
Operating speed [RPM] 4,000 – 15,000 1,000 – 5,500  
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3.3. ME simulation 

The dynamic simulation of the rotordynamic system results are discussed in this section. The initial temperature of the solid domain 
is 40 degC, and the initial rotor position normalized by the radial bearing clearance (x/Cl,b, y/Cl,b) is 0 in the x-direction and − 0.2 in the 
y-direction. The dynamic simulation is executed for 20 min, while maintaining a constant operating speed and supply oil flowrate of 15 
LPM. The simulation time is 9,310 s for each case, when utilizing a single core of Intel Xeon CPU E5-1650 v4 3.6 GHz. The rotor system 
model is obtained from references [10,11], and [20], the latter providing experimental results and test rotor description. The specific 
rotor input is presented in Tables 6 and 7. 

3.3.1. Constant-MC and 2D-MC comparison 
The importance of the 2D-MC model is highlighted from the results in Figs. 10–12. These results correspond to the injection type 

Case A (1 small orifice, closed-end seal, in Fig. 6(a)). The conventional constant-MC approach does not provide a 2D fluid-film leading- 
edge temperature distribution, while the 2D-MC approach does provide the more realistic 2D distribution. This may have a significant 
influence on the journal temperature for the ME. The constant-MC approach employed in this research can be mathematically written 
as. 

η(r, z) = min[Qin/Qout, ηk] (16)  

where Qin and Qout are the groove circumferential inlet and outlet flowrates, and ηk is the constant-MC. The choice between MC models 
may have a large effect on the predicted ME. Constant MC-model values of 0.4, 0.6, 0.8, and 1.0 are considered for comparison with the 
proposed 2D-MC approach. Simulations that include the ME are labeled as “w/ ME”, which implies that the thermal bow force vector is 
included in the rotordynamic model. Simulations that exclude the ME are labeled as “w/o ME”, which implies that the thermal bow 
force vector is not included in the rotordynamic model. The “w/o ME” results are presented for comparison to clearly identify cases 
that have a ME synchronous vibration instability. The system is considered to be experiencing the ME if the vibration and ΔT in the “w/ 
ME” results are much larger than that in the “w/o ME” case. 

Fig. 10 shows the predicted dynamic simulation results including the peak-to-peak amplitude at the bearing location and ΔT. The 
numerical integration based results, including vibration amplitude and journal ΔT, typically oscillate with time, reach steady-state or 
encounter a near rub condition which terminates the simulation. The responses are presented in the following formats: (1) averaged 
value for the last 2 min if near rub does not occur, and (2) immediate value if near rub occurs. Near rub occurs when the normalized 
minimum film thickness (hmin/Cl,b) drops below 0.1, at which time the simulation is terminated. Figs. 10–12 correspond to the injection 
type Case A (1 small orifice, closed-end seal, in Fig. 6(a)). The legend”2D-MC” indicates that the 2D MC results are utilized in the 
model. 

A ME event occurs when the vibration and ΔT are much larger than the “w/o ME” results. The ME in the experiment [20] was 
observed at operating speeds from 7,500 RPM to 9,400 RPM. The simulation results considering the 2D-MC and 0.4, 0.6-MC have good 
agreement with the experimental data, while the results by 0.8, 1.0-MC do not indicate a ME event. This indicates that ME simulation 
results depend strongly on the value selected for the constant-MC. However, the MC is in practice typically guessed based on expe-
rience, and may be a strong function of groove geometry and operating parameters. This is a major drawback of the constant-MC 
approach, and the results in Fig. 10 suggest the advantage/benefit of the proposed 2D-MC approach. 

Fig. 11 shows “w/o ME” results for the constant-MC and 2D-MC models, for later comparison with the “w/ ME” results. Steady state 

Fig. 8. Comparison between prediction and experiment [24] for a LEG type bearing (Static load condition); (a) Pad temperature distribution, (b) 
Peak pad temperature; *2D-MC obtained from LEG type injection [19]. 

J. Yang and A. Palazzolo                                                                                                                                                                                            



Mechanical Systems and Signal Processing 185 (2023) 109827

14

values are presented and obtained from long duration runs of transient simulations. As represented in Fig. 11(a) and Fig. 11(b), the 
vibration magnitude and ΔT peak near 7,500 RPM, for all MC models. For large vibration conditions, the journal experiences thinner 
min film thickness (higher max heat dissipation) and thicker max film thickness (lower min heat dissipation) during whirling orbit 
motions. Thus, the large vibration may cause significant journal ΔT. The thermal bow angle is shown in Fig. 11(d). Thermal bow is 
omitted as a forcing source in the “w/o ME” results but can still be calculated from the journal temperature distribution and displayed 
as in Fig. 11(d). 

A comparison of Figs. 10 and 11 shows a seemingly contradictory result. The Morton effect occurs for the low constant MC cases 
(0.4, 0.6) and does not occur for the high constant MC cases (0.8, 1.0) in Fig. 10, even though the low constant MC cases exhibit lower 
vibration amplitude and ΔT than the high constant MC cases for the “w/o ME” results in Fig. 11. This contradiction may be resolved by 
considering the thermal bow influenced hot spot, and heavy spot angles for these cases. The heavy spot (applied mechanical 

Fig. 9. Comparison between prediction and experiment [25] for a three-nozzle type bearing with a synchronous circular orbit condition; (1) Cool- 
oil condition, (2) Hot-oil condition, (a) Journal peak temperature [C], and (b) ΔT [C]; *2D-MC obtained from Case-C injection. 

Table 6 
Rotor node information.  

Total node number 20 

Total element number 19 
Applied mass imbalance node 18 
Applied mass imbalance magnitude [kgm] 2.74E-04 
Applied mass imbalance phase angle [deg] 0  
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imbalance) is located at 0 deg, and the heavy spot leads the high spot (min film thickness). The hot spot (max journal temperature 
angle) lags behind the high spot. The thermal bow has an approximately 180 deg difference from the hot spot. Amplification of the 
vibration occurs as the thermal bow and heavy spot coincide, which is a cause of the ME. As seen in Fig. 11(c) for the “w/o ME” case, all 
high spots follow the heavy spot with similar differences, while the thermal bow in Fig. 11(d) differs according to the constant-MC or 
2D-MC model. As an approximation the thermal bow vector is directed 180 deg opposite the hot spot, thus Fig. 11(d) implies that the 
predicted hot spot location varies widely according to which MC model is employed. Fig. 9(d) shows that the low constant-MCs and 2D- 
MC are closer to the heavy spot than the high constant-MCs. Here, the closer coincidence of the thermal bow and heavy spot spawn the 
ME in the low constant-MCs and 2D-MC. These results also imply that the hotspot location is strongly dependent on the choice of 
constant MC value, even to the point of predicting or not predicting an ME event. The risk of course is missing predicting an ME event 
when it will actually occur in the machine. 

An intuitive interpretation of the between pad mixing with supply oil would identify the following features of the leading-edge film 
temperature; (a) low temperature is formed near the oil injection and side outlet due to the considerable mixing of the supplied and 
discharged oil, and (b) the shaft surface is hotter than the pad surface [16]. These are confirmed by the temperature plot for the 2D-MC 
model in Fig. 12(a), but are noticeably absent in the plot for the constant (0.4) MC case in Fig. 12(b). The 2D-MC and 0.4-MC show 
similar the dynamic simulation results “w/o ME” in Fig. 11. This demonstrates that the high-fidelity 2D-MC model’s accuracy can be 
achieved utilizing a constant-MC, if a suitable MC is selected. However, this does not guarantee that the agreement will also occur for 
the “w/ ME” simulation, and Fig. 10 shows that there is still a large disparity between the 2D-MC and constant (0.4) MC models. 

Table 7 
Rotor element lengths and diameters.  

Element No. Length [m] Diameter [m] 

1  0.027  0.198 
2  0.078  0.114 
3  0.054  0.082 
4  0.069  0.082 
5  0.069  0.082 
6  0.041  0.122 
7  0.071  0.357 
8  0.149  0.122 
9  0.124  0.184 
10  0.124  0.184 
11  0.047  0.102 
12  0.043  0.102 
13  0.109  0.093 
14  0.085  0.082 
15  0.013  0.113 
16  0.019  0.507 
17  0.019  0.507 
18  0.019  0.434 
19  0.033  0.198  

Fig. 10. Dynamic simulation results; (a) amplitude at bearing (1x, peak-to-peak), (b).ΔT.  
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3.3.2. Oil injection type effect 
The effect of TPJB oil injection type on the ME is presented here utilizing the proposed 2D-MC approach. The types are repeated 

here for convenience:  

(1) Case-A: 1 small orifice (Dg/Wg = 0.169), closed-end seal, in Fig. 6(a), (mixed)  
(2) Case-B: 1 large orifice (Dg/Wg = 0.357), closed-end seal, in Fig. 6(a), (flooded)  
(3) Case-C: 1 nozzle (Dg/Wg = 0.282), open-end seal, in Fig. 6(b), (direct)  
(4) Case-D: 3 nozzles (Dg/Wg = 0.171), open-end seal, in Fig. 6(c), (direct) 

Fig. 13 presents the dynamic simulation results obtained in like manner with Section 3.3.1. The vibration magnitude in Fig. 13(a) 
and ΔT in Fig. 13(b) show similar trends. The distinctly larger value of the results compared with “Case-A w/o ME” in Fig. 11 indicates 
occurrence of a ME event. The ME occurrence speed range of Case-C is seen to be narrower than that of the others. From these results, 
Case-C may be the best method to reduce the ME symptoms. This assumes that the operating speed is in the upper, ME-free speed range, 
and the lower speed range can be traversed without encountering the ME. Case-C is a direct lubrication type with one nozzle and an 
open-end seal as depicted in Fig. 6(b). Case-D is also a direct lubrication type, but with three nozzle and an open-end seal as depicted in 

Fig. 11. Dynamic simulation results (w/o ME) for Case A injection; (a) amplitude at bearing (1x, peak-to-peak), (b) ΔT, (c) high spot, (d) thermal 
bow (hot spot – 180 deg); *2D-MC obtained from Case-A injection. 
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Fig. 6(d). Fig. 13 shows that Case D has a much larger speed range with ME than Case C, and yet both are direct lubrication. This 
suggests that direct lubrication is not necessarily a remedy for suppressing the ME. Case-B with flooded lubrication, one orifice and a 
closed-end seal is slightly better than Case D for ME suppression. 

Fig. 13 shows transient simulation results at 20 min or the time of encountering near rub. Fig. 14 shows the transient responses vs 
time at a constant speed of 9100 rpm, for oil injection types A – D. The results at the end of the transient simulation (20 min) clearly 
illustrate the different final amplitudes shown in Fig. 13. 

Fig. 14(a)–(c) show the slow growth of vibration magnitude and ΔT with time due to the large thermal mass (time constant) of the 
rotor-bearing system. Case-A, which adopts mixed lubrication, shows the most severe ME instability, and reaches a near rub state near 
16 min. The Case-D response reaches an impending near rub state near the end of the 20 min transient. In contrast, Case-C and Case-B 
exhibit steady, possibly acceptable responses at the end of the transient. The Case-B response is clearly the best injection type for 
suppressing ME. 

Fig. 14(d)–(f) show the heavy, high, hot, and thermal bow angles to assist in understanding the ME mechanism for the 4 lubrication 
injection types. The heavy spot (applied mass imbalance weight) is located at 0 deg, and it leads the high spot (min film thickness) 
when the thermal bow effect is negligible at the start of the transient simulation, as discussed in Section 3.1. Consistent with operating 

Fig. 12. Time averaged temperature contours near fluid-film leading-edge at 20 min (w/o ME, 8500 RPM); (a) 2D-MC, (b) 0.4-MC; *2D-MC ob-
tained from Case-A injection. 

Fig. 13. Dynamic simulation results for injection Case-A – Case-D; (a) amplitude at bearing (1x, peak-to-peak), (b).ΔT.  
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Fig. 14. Dynamic simulation results for Case-A – Case-D (w/ ME, 9100 RPM); (a) amplitude at bearing (1x, peak-to-peak), (b) amplitude at rotor- 
end, (c) ΔT, (d) heavy, high spot, (e) hot spot, (f) thermal bow. 
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well above resonance, the heavy spot leads the high spot by nearly 180 deg in all injection types near the start of the transient. This 
results since the thermal bow is negligible compared with the applied imbalance for all cases during the initial part of the transient 
simulation. The hot spot tends to track the high spot (minimum film thickness), and the high and hot spots continuously change as the 
thermal bow changes causing the resultant imbalance (applied plus bow induced) to vary. The thermal bow is positioned approxi-
mately 180 degrees from the hot spot. The severe ME shown in Fig. 14(a) – (c) for Cases A and D are consistent with their respective 
thermal bows being close to the heavy spot, yielding an increased resultant (equivalent) imbalance state. In contrast the thermal bows 
for cases B and C are displaced further from the heavy spot, yielding stable, relatively lower amplitude responses. The Case-C thermal 
bow–heavy spot angle separation is smaller than for case-B, yet its vibration amplitude is smaller. Fig. 14(c) explains this by showing a 
much smaller ΔT for Case-C, than for Case-B. 

Fig. 15 shows the structure temperature contours, and heavy, hot, and high spots, and thermal bow at 15 min 20 sec, at an operating 
speed of 9,100 RPM. The intent of the Figure is to illustratively explain the relative severity of the ME between the 4 oil injection types. 
The contours are for temperatures that are time averaged over 1 entire revolution of the shaft. 

The heavy spot (applied mechanical imbalance) is located at 0 deg for all cases. The thermal bow angle is also shown, and the 
resultant of the heavy spot imbalance and the “equivalent” thermal bow imbalance lies somewhere between the two. The propensity 
for severe ME effect occurrence becomes more acute as the thermal bow and heavy spot locations become more coincident, as is 
illustrated for Cases A and D, in Fig. 15(a) and (d). Severe ME synchronous vibration is confirmed in Fig. 14 for these cases. Conversely, 

Fig. 15. Time averaged temperature contour for solid domains and heavy, hot, high spots, and thermal bow depiction at 9100 RPM (t = 15 min and 
20 sec); (a) Case-A, (b) Case-B, (c) Case-C, (d) Case-D. 
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Fig. 15(b) and (c) show that the heavy spot and thermal bow angles are widely separated for injection types B and C. Bounded, stable 
ME synchronous vibration is confirmed in Fig. 14 for these cases. 

The journal temperatures provided in Figs. 14 and 15 also illustrate some informative aspects about the ME. Fig. 15 shows a clear 
difference in journal temperature distributions depending on oil injection type utilized. Fig. 15 shows that Case-A and Case-B have 
markedly higher temperatures than Case-C and Case-D. However, Fig. 14 shows that ΔΔT is relatively higher in Case-A and Case-D, 
both of these cases have a severe ME response, and Case-B and Case-C have bounded, stable ME. This illustrates that higher overall 
journal temperature may not assure higher ΔT, and therefore may not be a good indicator of ME likelihood. 

Fig. 16 presents a zoomed in view of the time averaged temperature distributions as the journal hot spot approaches the leading 
edge of pad 4 in Fig. 2. Fig. 16(a) shows the 2D-MC model temperature contours for the Case-A injection type. The fluid film tem-
perature at the pad leading edge equals the between-pad region exit temperatures as provided by the CFD trained ANN. This clearly 
indicates the cooler region near the oil supply inlet (orifice) and side outlets, and higher temperature near the journal surface. The 
higher temperature near the journal surface at the pad leading edge is also observed for Case-B, in Fig. 16(b). The radial temperature 
distribution exiting the between-pad region at the fluid-film leading-edge produces the relatively higher journal temperature in Case-A 
and Case-B. Fig. 16(d) shows the cooling effect provided by the supply oil inlet (three nozzles) and side outlet for injection type Case-D. 
Fig. 16(c) shows a near uniform temperature distribution in the entire computational domain for Case-C, resulting in the steady, mild, 
bounded ME as shown in Fig. 14. Similar temperature patterns exists for all pads as illustrated for pad 4. 

This section focused on the effects of oil injection type on the ME for the 4 types presented, as demonstrated in Figs. 13–16. The CFD 
trained ANN, 2D-MC model was employed for all results, having established in Section 3.3.1, with Figs. 10–12, that the constant MC 
model has significant variability of vibration amplitude, ΔT and thermal bow, depending on the choice of an uncertain MC. This was 
shown for both the w/o ME and w/ME simulations. This section demonstrated that the journal temperature distribution, ΔT, and 
thermal bow are significantly influenced by the oil injection type. Consequently, the ME vibration response is also influenced by the oil 
injection type ranging from a relatively small bounded vibration for Case-C, to a severe diverging vibration for Case-A and Case-D. 

3.3.3. Supply oil flowrate effect 
This section investigates the effect of supply oil flowrate for Case-A – Case-B oil injection types, utilizing the 2D-MC modeling 

approach. A prior study [17] simulated the effect of the supply oil flowrate on the ME, but varying injection types was not considered, 
and 2D-MC was not included. Fig. 17 shows the dynamic simulation results estimated by the time averaged values described in Section 
3.3.1. The simulation input conditions are all identical with that in Section 3.3.2, but oil supply flowrates of 15 and 45 LPM are used as 
input of the surrogate groove model. The lower flowrate (15 LPM) was utilized for all cases in Sections 3.3.1 and 3.3.2. Fig. 17(c) and 
(d) show that the ME instability vibration magnitudes and ΔTs are mitigated for Case-C and Case-D, by increasing the oil flowrate. 
Case-C and Case-D are direct lubrication types indicating that increasing the oil supply flowrate with direct lubrication may mitigate 
severe ME. This point is reinforced by comparing ΔT for the w/o ME model at 7,700 rpm, as summarized in Table 5. The direct 
lubrication cases C and D show a 40 %–50 % drop in ΔT as compared with cases A and B. 

4. Conclusion 

The literature and industrial experience indicate a lingering incomplete understanding of the ME and its accurate simulation at the 
design and troubleshooting stages, as expressed in [26]. This is most clearly exemplified in the often expressed frustration of having 
identical machines, some having and some not having the ME. This implies that the ME is highly sensitive to small changes in design 
and operation parameters. The accuracy of approximate models may perform poorly in these circumstances, requiring high fidelity 
modeling. Prior research [9–11,17] has addressed this issue by increasing modeling fidelity, but results indicated a continuing need for 
more modelling detail, implemented in a manner practical for industrial usage. The present paper addresses a weakness in ME 
modelling that originates in the uncertainty of selecting a mixing coefficient MC, and its resulting uniform leading edge, oil film 
temperature distribution, for thermo-hydro-elasto TPJB modelling. The leading edge film temperature distribution is critical for ac-
curate ME prediction due to its effect on asymmetric journal heating, a prime source of the ME. Results here show that this distribution 
is highly dependent on oil injection types, which was neglected in prior publications. Yang and Palazzolo [19] presented the TPJB deep 
learning 2D-MC model, via CFD-informed machine learning, and its improved response predictions were verified. This study focused 
on static response, and stiffness and damping coefficient prediction. The present paper extends this work for application to the ME, 
which requires prediction of an accurate asymmetric journal temperature distribution, and a coupled flexible shaft – TPJB system 
model, which may experience synchronous instability during a transient simulation. 

The present study presents a new ME simulation model by combining the ME modelling approach in [16,17] and the deep learning 
2D-MC model in [19]. A major contribution was illustrating the weakness of the conventional constant-MC approach, and providing 
ME responses for various oil injection types. This was performed using a novel 2D-MC, CFD trained deep learning algorithm to provide 
leading edge temperature distributions. The approach will be useful for original equipment design and field troubleshooting to 
mitigate the ME. 

The major findings from the study of the proposed approach are summarized below.  

- ME occurrence and severity are affected by the value of the MC used in the conventional constant MC, TPJB model, as shown in 
Fig. 10. In contrast, the 2D-MC, deep learning approach presented here internally determines the MC distribution, adaptively, 
throughout the ME transient simulation. Its accuracy is demonstrated by comparing predicted and measured speed dependence of 
the ME, as demonstrated in Table 3, which references [21]. 
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- Simulations that calculate the thermal bow, but without feeding back the thermal bow as an excitation source “w/o ME”, run 
economically. Care should be exercised though in extrapolating the results to the “w/ ME” simulation, which continuously updates 
thermal bow as a consequent of journal asymmetric heating, and as an excitation source. Fig. 11 shows by this approach low 
constant-MC’s (0.4, 0.6) produce lower ΔT than the high constant-MCs (0.8, 1.0). However, Fig. 10 shows that low constant-MC’s 
produce strong ME, and high constant-MCs do not cause a ME. This seemingly contradictory result is resolved by noting that the low 
constant-MC cases have thermal bow angles closer to the heavy spot as shown in Fig. 11(d). The weakness of the constant-MC 
approach is the strong sensitivity of 2 major determining factors for ME: ΔT and thermal bow angle to MC, and the high uncer-
tainty of the MC values, which is generally selected based on limited experience or randomly.  

- The ΔT, thermal bow and vibration amplitude show similar trends for both the low constant-MC (0.4, 0.6) and 2D-MC approaches, 
for the examples considered (Fig. 11). However, the low constant-MC approach is not recommended because as shown in Fig. 12 its 
temperature field can be very different from the 2D-MC, so the trend agreement in the present example may not extend in general to 
other rotor and bearing models.  

- The oil injection type has a significant impact on the 2D-MC distribution (Fig. 7), and on the bearing and journal temperature 
distributions (Fig. 15 and Fig. 16). This affects the ΔT and thermal bow, and ultimately the ME system response (Fig. 13).  

- Case-C, that is direct lubrication with one nozzle, has a narrower ME occurrence speed range than the other injection types when 
supplying either 15 or 45 LPM oil flowrate (Figs. 13 and 17). However, it should not be concluded that direct lubrication is a general 

Fig. 16. Time averaged temperature contours near hot spot at 9100 RPM (15 min 20 sec); (a) Case-A, (b) Case-B, (c) Case-C, (d) Case-D.  
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remedy to remove the ME, since Case-D (three nozzles) which also employs direct lubrication showed more severe ME than Case-B 
(one orifice) with flooded lubrication.  

- The effect of oil supply flowrate on ME was evaluated for the Case A – Case-D oil injection types. Simulating an intense oil flowrate 
(45 LPM) mitigated ME for the direct lubrication types (Case-C and Case-D) while not affecting the ME for the Case-A and Case-B 
types (Fig. 17). The ME mitigation results from a 40 % − 50 % decrease in ΔT with the high oil supply flowrate, since the thermal 
bow angle is only slightly changed (Table 5). 

Fig. 17. Dynamic simulation results for increased supply oil flowrate in Case-A – Case-D oil injection types; (a) Case-A, (b) Case-B, (c) Case-C, (d) 
Case-D. 

Table 5 
Prior 2-min averaged results without thermal bow excitation (Supply oil flow: 45 LPM, Operating speed: 7,700 RPM).  

Parameters Amplitude at Bearing [um] Circumferential ΔT [⁰C] Approximate Thermal Bow Angle [deg] 

Case-A  6.85  2.00  36.5 
Case-B  6.75  1.86  34.5 
Case-C  6.80  1.05  30.1 
Case-D  6.71  1.15  31.0 

* Approximate Thermal Bow Angle = Hot spot – 180 [deg]. 
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